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Abstract 

Fuel prices have seen a significant increase. This encourages individuals to save costs on their fuel expenditure by 

finding the shortest route to their destination. The shorter the route, the less fuel will be released. This study 

answers the challenge of determining the shortest route between BTN Lembah Furia Sentani in Jayapura Regency 

to the Department of Mathematics of Cenderawasih University in Papua Province. Many roads can be passed from 

BTN Lembah Furia Sentani in Jayapura Regency, to the Department of Mathematics of Cenderawasih University 

in Papua Province. As is well known, that the streets in Jayapura City have many alternative roads with different 

characters. The existing road characteristics include density, physical condition of the road and the size of the road 

width. With the existing road character, it can be assumed that each road has an average travel length. This 

average value is used as the cost of the road.  To solve this problem, a dynamic programming approach is used to 

identify optimal routes while minimizing costs. The dynamic program utilizes analyzed and calculated data to yield 

the best outcomes. The results indicate that the quickest path from BTN Lembah Furia Sentani to the Mathematics 

Department at Cenderawasih University is via Komba Netar Bridge, GKI Petrus Waena Church, covering a 

distance of 25.2 kilometers.  
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INTRODUCTION 

 

One of the essential commodities in people's daily existence is fuel, often known as BBM. It is 

well known that recent gasoline price increases have nearly doubled. As the result, residents try to 

locate the shortest route possible in order to arrive at their destination promptly and affordably. As 

the result, determining the best or shortest route becomes an increasingly critical issue. Determining 

the nearest path is obviously difficult if the route to the target has a number of different routes.  

 Dynamic programming is a problem-solving strategy that divides the solution into phases, 

with the solution regarded as a sequence of interconnected decisions. Dynamic programming is more 

adaptive than many mathematical models and methodologies used in operations research. Dynamic 

programming is a mathematical approach used to optimize decision-making processes at various 

stages. This strategy optimizes judgments about an issue over time rather than all at once. The best 

policy is therefore defined as the best path of action. It is well acknowledged that dynamic 

programming can be used to solve a wide range of problems, such as allocation, cargo (knapsack), 

capital budgeting, inventory control, and path-finding. 

 Finding the shortest path has become critical. In everyday life, vehicle drivers frequently use 

shortest path finding to locate the shortest path from one location to another. As a result, a technique 

that can solve the shortest path problem that motorists can travel in order to get to their destination 

fast is required. Finding the shortest path to the destination is necessary because it can save time and 

money. The parameters of the standard shortest path issue are distance, time, and others between 

distinct points. 

 Each path contains features that distinguish it from others, such as one-lane roads, roads that 

are being repaired, timing discrepancies during peak hours, and so on. As a result, a system is 

required to assist in determining the shortest path that may represent data. The data may be saved, 

analyzed, and displayed in a more simplified format, making determining the quickest path easier. 

 In this study, dynamic programming techniques are employed in this work to discover the 

shortest and most efficient routes, presenting us with an approach for reducing transit distances by 

categorizing potential routes. 
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RESEARCH METHODS 

 

Dynamic Program 

Richard Bellman, a Princeton University professor who also worked at the RAND 

Corporation, coined the term Dynamic Programming in 1950. The connection between 

programming and the dynamic program process is indirect, but as the title of a project later offered 

to the United States Air Force by the RAND organization. The Dynamic Program performs forward 

and backward recursive calculations. The forward recursive calculation of the Dynamic Program 

begins with the first iteration and continues until the Dynamic Program is completed. 

A dynamic program divides the problem into stages, with just one decision made at each 

level. Each stage is made up of various states that are related with that stage. Each stage's findings 

are turned back into states for the next stage. The expense created at each level increases on a 

regular basis. There is a recursive relationship in this technique that identifies the best decision for 

each state and enforces the optimality principle. 

Dynamic programs apply the optimality principle to find the solution, ensuring that the 

answer is also optimal. According to this principle, if the complete solution is optimal, the portion of 

the solution up to the kth stage is also ideal. This means that in order to acquire the optimal result 

from stage k to stage k + 1, there is no need to recalculate from the first session, but can instead 

continue from the optimal result computation until the kth stage. This principle ensures that the 

decision taken at one stage is the correct decision for succeeding stages." 

This dynamic program's challenges have various aspects, including: 

1. The problem can be divided into phases, with each stage containing only one decision. 

2. Each stage is made up of numerous states, which are the stages' possible inputs. 

3. The outcomes of the decisions made at each 

The Simplex approach, unlike the linear program, cannot be employed here. The model's 

formulation is attempted expressly in response to the situation. There are two types of dynamic 

programs: deterministic and probabilistic. The basic goal of dynamic programming is to make it 

easier to solve optimization issues that may be divided into stages. This problem is analogous to the 

core principle of a dynamic program, which is to reduce a problem into smaller and smaller 

problems so that it can be solved more easily. Dynamic programs give a formal mechanism for 

determining the decision-making combination that maximizes overall efficacy. Unlike the linear 

program, there is no generic mathematical formula (formula) in the dynamic program; rather, this 

dynamic program is a type for solving a problem using a universal approach method. The area 

utilized as an object is the exact route from my house, BTN Lembah Furia Sentani, to the 

Department of Mathematics, Cenderawasih University. 

Multistage graph 

Dynamic Programming is based on a multistage graph in theory. Each node in the graph 

represents a state, while V1, V2,... indicate stages. 

Figure 1. Graph Multitap (Munir, 2013) 

 

It is known in the Multi-Stage Graph problem linked with Dynamic Programs: 

1. Stage (k) is the process of determining the next destination node (e.g., Figure 2 has five stages). 

2. Nodes in the graph represent the states (s) associated with each stage. 
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The shortest path from state s to x4 at step k is expressed by the recurrent relation: 

ƒ1(𝑠) = 𝑐𝑥1𝑠 (base) 

    ƒ𝑘(𝑠) = 𝑚i𝑛{𝑐𝑥𝑘𝑠 + ƒ𝑘−1(𝑥𝑘)} (recurrent) 

                𝑘 = 2,3,4 

Description: 

𝑥𝑘 : decision variable at stage 𝑘 (𝑘 = 2,3,4). 

𝑐𝑥𝑘𝑠 : weight (cost) of the edge from ƒ𝑘−1(𝑥𝑘) : total weight of the path from 𝑠  

ƒ𝑘(𝑠) : minimum value of ƒ𝑘 (𝑠,𝑥𝑘) 

 

RESULTS AND DISCUSSION 

 

The path from BTN Lembah Furia Sentani to the Department of Mathematics, Cenderawasih 

University Waena is known to take multiple detours. Figure 1 depicts other routes that can be taken. 

Using a Dynamic Program, calculate the alternate road with the shortest path. 

 
To solve the problem of determining the shortest way or path, the current path map is 

separated into many pieces first. These components are phases that will be handled in order to obtain 

the best solution at each level. Figure 2 depicts a five-stage journey from BTN Lembah Furia 

Sentani to the Department of Mathematics, Cenderawasih University Waena. 

 
Two things were done to establish the optimum approach to follow from BTN Lembah Furia 

Sentani to the Mathematics Department at Cenderawasih University Waena. 

1) Select the decision variable 𝑉𝑛 (𝑛 = 1,2,3,4,5) as the area to be travelled at stage 𝑛. so that 

the total route is 𝑉1→BTN Lembah Furia Sentani and 𝑉5 → Department of Mathematics, 

Cenderawasih University Waena. 

2) Choose ƒ𝑛 (𝑆, 𝑉𝑛) as the total cost for the overall policy of the next stage with the searcher 
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arriving at state 𝑆, ready to depart to stage 𝑛, by choosing 𝑉𝑛 as the following destination. 

In state 𝑆 and stage 𝑛, using 𝑉𝑛* as an arbitrary minimum value of ƒ𝑛(𝑆, 𝑉𝑛), use ƒ𝑛*𝑆 as 

the minimum value of ƒ𝑛(𝑆, 𝑉𝑛). So that  ƒ𝑛*𝑆 = 𝑚i𝑛 ƒ𝑛(𝑆, 𝑉𝑛) =, ƒ𝑛(𝑆, 𝑉𝑛)*, where ƒ𝑛(𝑆, 𝑉𝑛) is 

the current cost at stage 𝑛, plus the cost of the next stage, i.e. stage 𝑛 + 1 and so on, with the 

equation ƒ𝑛(𝑆, 𝑉𝑛) = 𝐶𝑠(𝑉𝑛) + ƒ𝑛+1
*(𝑉𝑛). 

At the final stage 𝑛 = 5, the journey is only fully determined by the current state of 𝑆, i.e. SD 

YPPK Bonaventura Sentani and the bridge. Komba's initial destination is the BTN Lembah Furia 

Sentani area. In order to ƒ1
* (𝑆, BTN Lembah Furia Sentani) = 𝐶𝑠 (BTN Lembah Furia Sentani) 

At the initial stage 𝑛 = 1 the results can be seen in Table 1. 

Table 1 Stage 1 

𝑆  
ƒ1

* 𝑉1 

SD YPPK 
Bonaventura Sentani 

 

3,6 

BTN Lembah Furia Sentani 

Komba Bridge 1,9 BTN Lembah Furia Sentani 

 

Table 1 with the destination BTN Lembah Furia Sentani via YPPK Bonaventura Sentani 

Elementary School and Komba Bridge is known. Following that, stage 2 computations are 

performed: 

 

 

        Table 2 Stage 2 

 

𝑆 

𝑓3 = 𝑓𝑠 + 𝑓2
*  

𝑓2
* 

 

𝑉2 SD YPPK 

Bonaventura 

Sentani 

Komba Bridge 

Netar 8,6 7,6 7,6 Komba 
Bridge 

 

Based on the preceding calculations, two paths are obtained:  

Netar → SD YPPK Bonaventura Sentani = 3.6 + 5.0 = 8.6  

Netar → Komba Bridge = 1.9 + 5.7 = 7.6 

Table 3 Stage 3 

𝑆 𝑓4 = 𝑓𝑠 + 𝑓3
* 𝑓3

* 𝑉3 

Netar 

GKI Petrus Waena 

Church 

 

21,6 

 

21,6 

 

Netar 

Perumnas 1 Waena 
Health Center 

 

22,6 

 

22,6 

 

Netar 

Joel Burger Perumnas 2 
Waena 

 

22,6 

 

22,6 

 

Netar 

 

Based on the calculations above, we have three options:  

GKI Petrus Waena → Netar Church = 7.6 + 14 = 21.6 

Puskesmas Perumnas 1 Waena → Netar = 7.6 + 15 = 22.6 

Joel Burger Perumnas 2 Waena → Neutral = 7.6 + 15 = 22.6 
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Table 4 Stage 4 

 

 

 

𝑆 

𝑓5 = 𝑓𝑠 + 𝑓4
*  

       

𝑓4
* 

 

 

𝑉4 
GKI Petrus 

Waena 

Church 

Perumnas 1 

Waena 

Health 

Center 

Joel Burger 

Perumnas 2 

Waena 

Department of 

Mathematics, 

Cenderawasih 

University 

 

25,2 

 

25,7 

 

25,8 

 

25,2 

GKI Petrus 

Waena Church 

Based on the calculations of the preceding stages, three pathways are obtained: 

Department of Mathematics, Cenderawasih University → GKI Petrus Waena Church = 21,6 + 3,6 

= 25,2 

Department of Mathematics, Cenderawasih University → Puskesmas Perumnas 1 Waena = 22.6 + 

3.1 = 25.7 

Department of Mathematics, Cenderawasih University → Joel Burger Perumnas 2 Waena = 

22.6 + 3.2 = 25.8  

 

CONCLUSION 

 

Based on the analysis of current data, the study identifies the shortest route with a distance of 

25.2 kilometers from BTN Lembah Furia Sentani to the Mathematics Department at Cenderawasih 

University. The application of dynamic programming proved effective in optimizing travel routes 

and minimizing costs. 
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